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ABSTRACT

This study aims to determine the effect of selecting the initial value on the 
root of a polynomial equation that has multiple roots. There are three 
methods used, namely the Brent method, the bisection method and the 
modified secant method. The Brent method is a combination of the 
bisection method, the IQI (Interval Quadratic Inverse) method and the 
secant method. Therefore, it is necessary to know the performance of the 
Brent method in finding the multiple roots of polynomial equations. The 
search for multiple roots reaches convergence faster when using the 
modified Newton-Raphson method or the modified secant method. There 
are 2 types of polynomial equations used. One equation has 3 roots and two 
of them have multiple roots (multiple roots). One other equation is a 
polynomial which has 4 equal roots and 3 of them  have multiple  roots with

an odd number of roots. The analysis was carried out by selecting the same
initial value for the three methods. The same lower bound is a=xl=xi-1 for the
Brent method, the modified bisection method and the modified secant
method, respectively. Likewise for the upper bound a=xu=xi. The selection of
the initial value affects the final result of the root search, for the Brent
method, the bisection method and the modified secant method. The
comparisons made refer to the results of the root value and the speed of
convergence as seen from the number of iterations of each method. From
the simulation results, we propose the use of a modified secant method
because it is more efficient in finding multiple roots in polynomial
equations. For the Brent method, it needs to be further modified in order
to get the multiple root value in the polynomial equation.
Keywords: Polynomial; Brent method; Bisection method; Modified secant
method; Root finding

INTRODUCTION

The root of f(x)=0 is the value of x that satisfies the equation, where f(x)

is a function of x. The form of the function can be varied, such as
polynomial, exponential or a combination of two or more forms of
equations. The form of these equations is not only found in mathematics,
but also in other engineering fields.

We know that many methods are used to find the roots of an equation that
make the function zero. Some of the basic methods used, based on the
selected initial guess, include the bisection method and the wrong position
method (which are included in the closed method). In addition, there are
also open methods such as the Newton-Raphson method and the secant
method. The closed method always succeeds in finding the root because it
has enclosed the root first, but the convergence process is very slow. Unlike
the open method, there is no need to enclose the root in the initial guess.

Various methods have been developed to find the root of the equation of a
function f(x). This development intends to be more efficient in the root
search process. The measurement of the efficiency of a method is
characterized by the number of iterations used less, the resulting error value
close to zero and faster convergence. Like the hybrid algorithm between the
bisection method and the Newton-Raphson method, convergence is faster
in finding the roots of non-linear equations [1].

The hybrid algorithm process between the bisection method and the
modified Newton-Raphson method, converges faster on the nth positive real
root search. The root search process is influenced by the initial value given.
Initial values need to be considered in finding the real roots of an equation
[2]

The secant method is the most effective method of the bisection method,
and the Newton Raphson method with the function used is f(x)=x-cos x.
The secant method has a level of convergence that is close to the Newton-

Raphson method, but only requires the evaluation of a single function per
iteration [3].

The secant method has the fewest iterations to get the optimal Photovoltaics
(PV) parameter value compared to the bisection method. This numerical
solution was obtained in the research applied to the non-linear function of a
PV cell that has one diode. The bisection method and the secant method
were applied, with the result that the secant method was more efficient and
more accurate [4].

The search for the simple roots of non-linear equations is to apply a new
approximation correction technique to the second and third order Taylor
series to obtain an iterative method. This correction technique does not
affect the number of functional evaluations but on the convergence [5].
Iterative schemes are also used in finding the multiple roots of non-linear
equations. The computation time is less with the iterative scheme in finding
multiple roots, because of the consistent convergence [6].

Implementation of several methods such as the secant method is used to
calculate the optimal path length of the microwave from point to point. The
secant method is quite stable in the calculation process even in rainy
weather conditions [7]. In addition to the secant method with two initial
guesses, the development of the secant method also uses one initial guess.
The results converge faster in computing than the conventional secant
method [8].

One method that is widely used today in various fields of science is the
Brent method. The Brent method is a combination or hybrid of several
methods, both closed and open methods. The Brent method is a
combination of 3 methods. Sometimes called the Brent-Dekker method.
The three methods are the bisection method, the secant method and the
IQI (Interval Quadratic Inverse) method. The implementation of the Brent
method includes calculating the approximate value of Rs precisely at every
fine-tuned point n. As a result the related parameter once the estimate of Rs
is known, all other parameters can be determined. The proposed Brent
method outperforms some of the computations proposed to mine the
parameters of a single diode model for solar cells [9].
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MATERIALS AND METHODS

Research material

This study uses five types of multiple root polynomials.

Function 1: f(x)=(x+3) (x-1)2

This equation has three roots and two of them have even multiple roots. 
The graph of the above function is illustrated in Figure 1;

Figure 1: Function graph f(x)=(x+3) (x-1)2 

Function 2: f(x)=(x+3) (x-1)3 

This function has four roots and three of them have multiple roots. The 
graph of the function is shown in Figure 2.

Figure 2: Function graph f(x)=(x+3) (x-1)3 

Function 3: f(x)=(x-1)4  (x+3)

This equation has five roots and four of them have multiple roots. The 
graph of this equation is shown in Figure 3.
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The Brent-Dekker algorithm is also used to facilitate real-time deflection 
control in the Computer Numeric Control (CNC) kernel by sampling and 
filtering the cutting force signal. This method is applied to the control of 
cutting deflection in milling blade sections, real time strategic control of 
feed rate scheduling in a modular CNC architectural system [10].

Although the Brent method combines 3 methods, it needs modification. 
The results of these modifications are applied to several forms of equations 
to find the roots of these equations. In addition, it is also applied to several 
other application fields. In finding the root of the equation, for example, 
the Brent method is modified by replacing the secant method with the 
wrong position method. The Brent-Deker method is a combination of the 
wrong position method, the IQI and the bisection method. The 
performance of this modified method is better than the Brent-Dekker 
method, seen from the execution time on several types of equations being 
tested [11]. The Brent method is also modified in solving the type-3 fuzzy 
polynomial interval problem. The Brent method is used to find the roots of 
the previously modified polynomial. The modified Brent method shows 
that the number of iterations is smaller than the regular Brent method. The 
resulting error is also smaller and computationally shorter in getting the 
solution [12].

The Brent method was also improved to control the bridge balance system. 
These improvements correct the weaknesses of the traditional Brent 
method. The results show a more stable accuracy with a higher response 
speed. The bisection method in the Brent method can only be used in real 
numbers and cannot be used in the domain of complex numbers. The 
Brent method is modified by an iterative method with extrapolation [13].

Linear Multi Method (LMM) based root search has convergence value that 
does not exceed the number of +2 derivatives. The Brent method in terms 
of efficiency is preferred even though the index value is still higher. 
However, based on the value of convergence, the LMM based method is a 
better choice [14].

One of the methods used in the Brent method is the Secant method. The 
secant method itself has been modified in several studies for various 
implementations. Among them, the modified secant method proposed by 
Babaie-Kafaki et al, is used in a new approach to the spectral conjugate 
gradient method in infinite optimization. The new method is more efficient 
than the classical conjugate gradient method [15]. The modified secant 
method is also used to achieve higher order accuracy in approaching 
approximation errors with high accuracy. The use of the modified secant 
method is more efficient and significantly computationally efficient in the 
training process on artificial neural network [16].

The modified secant method is also used to determine the stress-strain 
relationship for Particle Reinforced Metal Matrix Composites (PMMCs), in 
a nonlinear manner using the Modified Secant Homogenization method. 
With the application of the methodology, the modified secant method 
predicts that the PMMC outcome criteria depend on mises and hydrostatic 
macroscopic pressure [17].

From the description of the research above, the Brent method has not tried 
to find the multiple root of an equation in the form of a polynomial. Both 
the conventional Brent method and the modified Brent method have not 
been able to find the multiple root value of an equation that has multiple 
roots. The selection of the initial value as proposed by Phinkam greatly 
influences the speed of convergence. In this study, the performance of the 
Brent method needs to be tested in finding the multiple root of an 
equation in the form of a polynomial. The Brent method is a hybrid of 
three methods, bisection, IQI and secant. The Brent method is considered 
better than other methods as described in previous studies.

The modified secant method is a more suitable method in calculating the 
search for multiple roots in polynomial equations [18]. In addition, the 
modified Newton-Raphson method is also more suitable in the search for 
multiple roots. The modified Newton-Raphson method and the modified 
secant method converge faster than the two conventional methods.
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Figure 3: Function graph f(x)=(x-1)4  (x+3)

Function 4: f(x)=(x -1)2 (x -2)2  (x -3)2

The 4th equation has five roots and four of them have multiple roots with 2 
pairs of different multiple roots each. The graph of the 4th equation is 
shown in Figure 4.

Figure 4: Function graph f(x)=(x-1)2(x-2)2(x+3)

Function 5: f(x)=(x -1)2 (x -2)2 (x+3) 

Equation (5) has six roots with three different pairs of multiple roots. The 
graph of the 5th function is shown in Figure 5.

Figure 5: Function graph f(x)=(x-1)2 (x-2)2 (x-3)2 

Methods

The polynomials used are solved by 3 methods of finding roots. The three 
methods are the Brent method, the bisection method and the modified 
secant method.

Brent method algorithm
Input a, b: real; var c: real

Calculate f(a)

Calculate f(b)

If f(a) f(b)>=0 then error-exit end if

if |f(a)|<|f(b)| then swap (a, b) end if

c := a

set mflag

repeat until f(b or s) = 0 or |b−a| is small enough /* convergence */

if f(a) ≠ f(c) and f(b) ≠ f(c) then

end if

if (condition 1) s is not between (3a + b)/4 and b

or (condition 2) (mflag is set and |s−b| ≥ |b−c|/2)

or (condition 3) (mflag is cleared and |s−b| ≥ |c−d|/2)

or (condition 4) (mflag is set and |b−c|<|δ|)

or (condition 5) (mflag is cleared and |c−d|<|δ|) then

s:=(a+b)/2 set mflag else

clear mflag end if calculate f(s)

d:=c

c:=b

if f(a)*f(s)<0 then b:=s else a:=s end if

if |f(a)|<|f(b)| then swap (a,b) end if end repeat

output b or s
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Bisection method algorithm

• Specify the values of x l and xu to enclose the root, and make sure
that the value of f(xl) × f(xu)<0, if it is greater than the root does not lie
between the intervals xl to xu.

• Calculate the roots with the formula:.......l.ko

xr=x l+xu/2

• Calculate the value of f(x l) × f(xr).

If f(x l) × f(xr)<0, the root lies in the first sub interval, then xu=xr,go to step

4. If f(x l) × f(xr)>0, the root lies in the second sub interval, then xl=xr, go

to step 4. If f(x l) × f(xr)=0, root=xr omputation is stopped.

• Calculate the new root with the equation:

xr=x l+xu/2

• If the new root is accurate enough, stop computing, otherwise return to
step 3.

Modified secant method

The equation of the modified secant method is obtained from the following
process:

Equation (3) is a modified secant equation. The algorithm for the modified
secant method is as follows:

• Determine the derivative of f (x)
• Calculate u(x) and u(x-1)

• The criterion stops on the secant method if the value of 𝑥𝑥 (error
approximation) is close to or equal to zero.

RESULTS AND DISCUSSION

Root search results and number of iterations for each
method

There are three methods used to solve the 5 polynomial equations above. 
The selection of initial values from the 3 methods is the same, both the 
lower and upper limits for the bisection method and the Brent method.
The same value for the secant method for both xi-1 and xi values. In 
accordance with the algorithm of each method, the iteration stop criteria 
for the Brent method are if the value is f(s)=0.0000, the bisection method is 
f(xl) × f(xr)=0.00000 or ea=0.00000 value. The secant method, the iteration 
process is stopped if the approximation error value ea=0.00000.

Tables 1 to 5 show the calculation results of the three methods for each 
polynomial used.

Function 1: f(x)=(x+3) (x-1)2 

No Initial Value Searched root value Iteration number

a=x l=x i -1 b=xu=xi Brent Bisection Modified
Secant

Brent Bisection Modified
Secant

1 0.5 4 Stop iteration Stop iteration 1 - - 5

2 -1 2.5 Stop iteration Stop iteration 1 - - 6

3 -4 1.5 1.0039 -3 1 10 16 6

4 -4 -2.5 -3 -3.00002 -3 5 13 5

5 -5 4 -3 -3.00008 1 9 11 7

Function 2: f(x)=(x+3) (x−1)3

Table 2: Comparison of the results of the modified Brent, bisection and secant methods for equation f(x)=(x+3) (x−1)3 .

No
Initial Value Searched root value Iteration number

Brent Bisection Modified
secant

Brent Bisection Modified
secant

1 0.5 4 1.047 1.1562 1 7 5 5

2 -1 2.5 1.0404 1.0781 1 7 5 5

Batarius P
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• Determine initial value x i -1 and x i

Table 1: Comparison of the results of the modified Brent, bisection and secant methods for equation f(x)=(x+3) (x-1)2

a=x l=x i -1 

b=xu=xi

b=xu=xi



3 -4 1.5 Stop iteration Stop iteration 1 - 5 -

4 -4 -2.5 -3 -3 -3 6 14 6

5 -5 4 Stop iteration Stop iteration 1 - - 6

Function 3: f(x)=(x−1)4 (x+3)

Table 3: Comparison of the results of the modified Brent, bisection and secant methods for equation f(x)=(x−1)4 (x+3)

No
Initial Value Searched root value Iteration number

 Brent  Bisection Modified
secant

 Brent Bisection Modified
secant

1 0.5 4 Stop iteration Stop iteration 1 - - 4

2 -1 2.5 Stop iteration Stop iteration 1 - - 5

3 -4 1.5 -3 -3 1 9 13 5

4 -4 -2.5 -3 -3 -3 7 15 7

5 -5 4 -3 -3 1 9 17 5

Function 4: f(x)=(x−1)2(x−2)2(x+3)

Table 4: Comparison of the results of the modified Brent, bisection and secant methods for equation f(x)=(x−1)2(x−2)2(x+3).

No
Initial Value Searched root value Iteration number

Brent Bisection Modified
secant

Brent Bisection Modified
secant

1 0.5 4 1.047 1.1562 1 7 5 5

2 -1 2.5 1.0404 1.0781 1 7 5 5

3 -4 1.5 Stop iteration Stop iteration 1 - 5 -

4 -4 -2.5 -3 -3 -3 6 14 6

5 -5 4 Stop iteration Stop iteration 1 - - 6

Function 5: f(x)=(x−1)2(x−2)2(x−3)2

Table 5: Comparison of the results of the modified Brent, bisection and secant methods for equation f(x)=(x−1)2(x−2)2(x−3)2.

No
Initial Value Searched root value Iteration number

b=xu=xi Brent Bisection Modified
secant

Brent Bisection Modified
secant

1 0.5 4 Stop Stop 2 - - 6

iteration iteration

2 0.5 1.5 Stop iteration Stop iteration 1 - - 11

3 -1 1.5 Stop iteration Stop iteration 2 - - 6

- - 1 (there is a
division by 0 for

4 1.5 2.5 Stop iteration Stop iteration 2 the next
iteration)

5 1.5 3.5 Stop Stop 3 - - 5

iteration iteration

6 2.5 4 Stop Stop 1 - - 13
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a=x l=x i -1 



iteration iteration

7 2.5 3.5 Stop iteration Stop iteration 3 - - 8

DISCUSSION

From the results of the 2 Tables above, several things need to be explained
as follows:

• The  initial  value  selected  to  enclose  the  multiple  roots,  the  Brent 
method and the bisection method could not find the search root. This 
happens because the bisection method algorithm cannot be continued 
if (a) × (b)>0, or Brent method if (a) × (b)>0, iteration process could not 
be contined. The process of finding the roots that are not found occurs 
in polynomial equations that have an even number of multiple roots 
such as polynomial  equations  f(x)=(x+3)(x−1)2,   function  f(x)=(x−1)4(x
+3), function f(x)= (x−1)2(x−2)2(x+3) and function  f(x)= (x−1)2(x−2)2(x−
3)2. In Table 1, Table 3, Table 4 and Table 5 it can be seen that by 
selecting the initial value that encloses the multiple root of the Brent 
method and the bisection method, it cannot find the root you are 
looking for.

• It is different if the initial value is selected in the polynomial equation 
mentioned in point a) above, the selected initial value encloses one of the 
roots that are not multiple roots or encloses all roots of the Brent 
method and the bisection method will produce the root you are looking 
for. The value of the root to be sought is one root not multiple roots for 
the polynomial equation f(x)=(x+3)(x−1)2, function f(x)=(x−1)4(x+3), 
function f(x)=(x−1)2(x−2)2(x+3).

• Despite selecting the initial value that encloses all the roots in Table 5, 
the Brent and bisection methods could not find the root we were looking 
for, (data in Table 5), for the polynomial with equation 
f(x)=(x-1)2(x−2)2(x−3)2.

• In contrast to polynomials that have an odd number of multiple 
roots,f(x)=(x+3) (x−1)3, Brent and Bisection methods can find multiple 
roots. The selection of initial values that confine the multiple roots, both 
the bisection method and the Brent method, the search for the roots 
obtained the results of the multiple roots. Meanwhile, if the 
determination of the initial value encloses all the roots, the Brent 
method and the bisection method cannot determine any of the roots 
being sought. According to the algorithm, the two methods cannot be 
continued because the multiplication value of the value function of the 
selected initial value is greater than 0.

• In contrast to the modified secant method, determining the initial 
value chosen for an even or odd numbered twin-rooted polynomial 
equation, the results of the root search will be obtained. The initial 
value that encloses one of the multiple roots or all multiple roots always 
produces the searched root. Seen in table 1 to table 5.

• The modified secant method, even though the selected xi-1 and xi values 
enclose one root instead of a multiple root, the results obtained from 
the modified secant method remain multiple roots. Likewise, if the 
initial value selection does not enclose multiple roots or one of the 
roots, the modified secant method still produces multiple roots.

• There are similarities between these three methods in generating the 
sought root. All three methods produce the same root value if the 
specified initial value encloses all roots, both multiple roots and one of 
the other roots. The result obtained is a root that is not a multiple root. 
It  can  be seen in  Table 1,  Table 2,  Table 3,  Table 4  and  Table 5, 
which are polynomial equations that have other  than  multiple roots 
but also one other root.

• In  terms   of  the  speed  of  convergence,  in Table 1,  for   the   function
f(x)=(x+3) (x−1)2, the Brent and secant methods converge faster than the 
bisection method. The root searched from both methods.

CONCLUSION

Comparison of the results of the Brent, bisection and secant methods can
be seen in the trials of polynomials which have multiple roots. Several
conclusions can be drawn from this research as well as suggestions that need
to be developed for the search for polynomial roots that have multiple roots

• The Brent method and the bisection method cannot find the roots of a
polynomial whose roots are all multiple roots.

• The Brent method and the bisection method can find the multiple root
of a polynomial on the condition that the polynomial, apart from
having multiple roots, also has one other root. In addition, the number
of multiple roots that the polynomial has is odd. The selection of the
initial value of the bisection method and the Brent method must
enclose the multiple root of the polynomial. If you confine all the roots
it produces one other root.

• Root search using the modified secant method is very effective and the
speed of convergence is higher than the bisection method and the
Brent method. The secant method can produce a multiple root search
with a random selection of initial values.

• The problem with the secant method is that it is necessary to find the
derivative of the polynomial function. It will be difficult and will not
result in finding the root, if there is a division by zero.

• For further research, the use of the Brent method, especially the search
for multiple roots of a polynomial, it needs to be modified again. As
discussed earlier, the Brent method cannot produce a root search
because the algorithm conditions are f(a) × (b)>0. It  is necessary
to  develop  a   new   formulation,  so  that  these   conditions  can  be
eliminated. Thus the multiple roots of a polynomial can be found
using the Brent method.
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